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Raytrace — Our proposed method reconstructed a reasonable 3D shape from weak 2D supervision including
Pooling supeifliision concavity(red box in Fig 4). It 1s also worth nothing that the adversarial constraint gives a
noticeable performance boost especially on weak single-view supervision as shown in Figure 5
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