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1. Introduction

Due to the space constraints, we move additional visu-
alizations to this supplementary material. Figure 1 shows
some example query and nearest neighbors on the test split
of CUB200-2011 [3] dataset. Figure 2 shows some exam-
ple query and nearest neighbors on the test split of Cars196
[1] dataset. Figure 3 shows the t-SNE visualization of the
learned embedding on our Online Products dataset in this
supplementary material. The test split from our Online
Products dataset has 60,502 images of 11,316 classes.

Figure 1: Examples of successful queries on the CUB200-
2011 [3] dataset using our embedding. Images in the first
column are query images and the rest are five nearest neigh-
bors. Best viewed on a monitor zoomed in.

Figure 2: Examples of successful queries on the Cars196 [1]
dataset using our embedding. Images in the first column are
query images and the rest are five nearest neighbors. Best
viewed on a monitor zoomed in.
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Figure 3: Barnes-Hut t-SNE visualization [2] of our embedding on the test split (class 11,319 to 22,634; 60,502 images) of
Online Products.


