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Visual recognition p..

Announcements:
wMid-term Is released today at 12:15pm
wDue on Thursday at 11am
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Detection

Which object does this image contain? [where?]




Detection

| Search strategy: Sliding Windows viola, Jones 2001,
ASimple
A Computational compIeX|ty (x y, S q N of classes)

- BSW by Lampert et al 08
- Also, Alexe, et al 10




Detection

| Search strategy: Sliding Windows Viola, Jones 2001,

ASimple

A Computational complexity (x, y, S, g, N of classes)
: \_ : »i":«gm \ SR ~

- BSW by Lampert et al 08
- Also, Alexe, et al 10

ALocalization
A Prone to false positive

Non max suppression:
Canny 086

e .

Desai et al , 2009




Non-max suppression

Score =0.8

Score = 0.8

Score = 0.6

Score = 0.1




Detection

ISearch strategy Pr oba

AFergus et al 03
ALeibe et al 04
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Templatebased detection

1. Slide a window Iin image

I E.g., choose position, scale
orientation

2. Compare it with a template

I Compute similarity to an
example object or to a
summary representation

3. Compute a score for each
comparison and compute
non-max suppression to :
remove weak scores Exemplar Summary




DalatTrigggpedestrian detector

Representan object as a collection éfoGtemplates

Navneet Dalal and Bill Triggs, Histograms of Oriented Gradients for Human Detection, CVPR05



HoG= Histogram of Oriented Gradients

A[ A1S {LC¢X 0dziX
I Sampled on a dense, regular grid around the object

I Gradients are contrast normalized in overlapping
blocks

_ﬂCellF__

~— Block —




Histogram of Oriented Gradientsl¢QG

HoGify

. 10x10 cells

20x20 cells

[Dalal and TI’IggS, CVPR 2005] Courtesy of N Snavely



DalatTrigggpedestrian detector

Extract fixedsized window at each position and scale

Compute HOG (histogram of gradient) features within each
window

Score the window with a linear SVM classifier

Perform nonmaxima suppression to remove overlapping
detections with lower scores

Courtesy of J Hayes



DalatTriggs pedestrian detector
Results




Tricks of the trade

A Details in feature computation really matter

I E.g., normalization iDalatTriggssignificantly improves
detection rate at fixed false positive rate

A Template size
I Typical choice is size of smallest detectable object
AGWAGOSNRAY3IE (G2 ONBFGS ae
I Create slightly rotated, translated, scaled, mirrored
versions as extra positive examples

A Bootstrapping to get hard negative examples
Randomly sample negative examples

Train detector

Keep negative examples that scoré >

Repeat until all higiscoring negative examples fit in
memory

>

Courtesy of J Hayes



Limitation of template based approaches

They work

I very wellfor faces
I fairly wellfor cars and pedestrians
I badlyfor cats and dogs

A Why are some classes easier than others?

Courtesy of J Hayes



Limitation of template based approaches

Strengths

A Works very well for nomleformable objects with
canonical orientations: faces, cars, pedestrians

A Fast detection

Weaknesses
Ab20 a2 Sff FT2NJ KAIKf & |
A Not robust to occlusion

A Requires lots of training data if view points need to
be encoded

Courtesy of J Hayes



Classic templatdased Detectors

A SungPoggio(1994, 1998) : ~2000 citations
i . FaAaA0 ARSI 2F adl dAadAOrt OS¥LX( SES
negative examples, multiple wheface prototypes (in 1994)
A RowleyBalujaKanade (1994998) : ~3600
i atF NI&aé Id F-m&$:Rsupdressibr sindlf cascgd?, yotation,
pretty good accuracy, fast
A SchneidermasKanade (199€000,2004) : ~1700
I Careful feature engineering, excellent results, cascade
A ViolaJones (2001, 2004) : ~11,000

I Haarlike features Adaboostas feature selection, hyparascade, very fast,
easy to implement

A DalalTriggg(2005) :~6500
I Careful feature engineering, excellent results, HOG feature, online code

Courtesy of J Hayes
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Part Based Representation

A Obiject as set of parts

A Model:
I Relative locations
between parts
I Appearance of part

MOUTH

Figure from [Fischler & Elschlager 73]



o Io Bo o Do o Do o Do I

History of Parts and Structure
approaches

Fischler & Elschlager 1973

Yuille 0691 ‘
Brunelli & Poggi maf
Lades, v. d. Mal s
Coot es, Lani ti s,
Amit & Geman 095,
Perona et al. 6095,

Ullman et al. 02

Fel zenszwal b & Huttenl ocher
Crandal | & Huttenl ocher 005,
Lei be & Schiele 603, 0014

Many papers since 2000



Deformations




Presence / Absence of Features
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Sparse representation

Computationally tractable (10° pixels A 10! -- 102 parts)
But throw away potentially useful image information




Discriminative

Parts need to be distinctive to separate from other
classes




Hierarchical representations

A Pixels A Pixel groupings A Parts A Obiject

O parts

’ local feature classes

‘-
‘l
ol
O O image features

Images from [Amit98,Bouchard05]



Different connectivity structures

al . €0andall et af 085 Felzenszwalp &
r a [ | et I 0
6 OL8ibe 05: Felzenszwalb 09 HuftehlocheP P00

O(N2)
)
® @

9] d) Tree [12]

@ Subpart {é;
f

e) Bag of features [10, 21] ) Hierarchy [4] g) Sparse flexible model

Csurka 004 ] Bouchard & Triggs 6 0 5 Carneiro & Lowe
Vasconcel os 600

from Sparse Flexible Models of Local Features
Gustavo Carneiro and David Lowe, ECCV 2006



Different connectivity structures

al . €0andall et ak 085 Felzenszwalp &
ra [ | et I 0
6 OL8ibe 05: Felzenszwalb 09 HuflehlocheP P00

O(N2)
)
® @

9] d) Tree [12]

e) Bag of features [10, 21] t) Hierarchy [4] g) Sparse flexible model
Csurka 004 ) Bouchard & Triggs 6 0 5 Carneiro & Lowe
Vasconcelos 000

from Sparse Flexible Models of Local Features
Gustavo Carneiro and David Lowe, ECCV 2006



Star models by Latent SVM
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Felzenszwalb, McAllester, Ramanan, 08
ASource code:



Deformable Part Models (DPM)

Our first innovation involves enriching the Dalal-
Iriggs model using a star-structured part-based model
defined by a “root” filter (analogous to the Dalal-Triggs
filter) plus a set of parts filters and associated deforma-
tion models.

Felzenszwalket al.,Discriminatively Trained Deformable Part Models,
http://people.cs.uchicago.edu/~pff/latent/



http://people.cs.uchicago.edu/~pff/latent/

Latent SVMs

A Rather than training a single linear SVM
separating positive e

Aé cluster positive e)
Acomponent so and tr al
each (using all negative examples)



Two-component bicycle model




Six-component car model

side view

frontal view

root filters (coarse) part filters (fine) deformation models



