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Announcements:
ωMid-term is released today at 12:15pm
ωDue on Thursday at 11am
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Building

clock

person
car

Detection

Which object does this image contain? [where?]



Detection

ïRecognition task

ïSearch strategy: Sliding Windows

ÅSimple

ÅComputational complexity (x,y, S, q, N of classes)

- BSW by Lampert et al 08

- Also, Alexe, et al 10

Viola, Jones 2001, 



Detection

ïRecognition task

ïSearch strategy: Sliding Windows

ÅSimple

ÅComputational complexity (x,y, S, q, N of classes)

ÅLocalization

ÅProne to false positive

- BSW by Lampert et al 08

- Also, Alexe, et al 10

Non max suppression: 

Canny ô86

é.

Desai et al , 2009

Viola, Jones 2001, 



Non-max suppression

Score = 0.6

Score = 0.8 Score = 0.8

Score = 0.1



ïRecognition task

ïSearch strategy : Probabilistic ñheat mapsò

Detection

Original 

image

ÅFergus et al 03

ÅLeibe et al 04
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Template-based detection

1. Slide a window in image

ï E.g., choose position, scale 
orientation

2. Compare it with a template

ï Compute similarity to an 
example object or to a 
summary representation

3. Compute a score for each 
comparison and compute 
non-max suppression to 
remove weak scores Exemplar Summary



Dalal-Triggspedestrian detector

Represent an object as a collection of HoGtemplates

Navneet Dalal and Bill Triggs, Histograms of Oriented Gradients for Human Detection, CVPR05



Å[ƛƪŜ {LC¢Σ ōǳǘΧ

ïSampled on a dense, regular grid around the object 

ïGradients are contrast normalized in overlapping 
blocks

HoG= Histogram of Oriented Gradients

Courtesy of J Hayes



Histogram of Oriented Gradients (HoG)

[Dalal and Triggs, CVPR 2005]

10x10 cells

20x20 cells

HoGify

Courtesy of N Snavely



Dalal-Triggspedestrian detector

1. Extract fixed-sized window at each position and scale

2. Compute HOG (histogram of gradient) features within each 
window

3. Score the window with a linear SVM classifier

4. Perform non-maxima suppression to remove overlapping 
detections with lower scores

Courtesy of J Hayes



Results

Dalal-Triggs pedestrian detector



Tricks of the trade

ÅDetails in feature computation really matter
ïE.g., normalization in Dalal-Triggssignificantly improves 

detection rate at fixed false positive rate

ÅTemplate size
ïTypical choice is size of smallest detectable object

ÅάWƛǘǘŜǊƛƴƎέ ǘƻ ŎǊŜŀǘŜ ǎȅƴǘƘŜǘƛŎ ǇƻǎƛǘƛǾŜ ŜȄŀƳǇƭŜǎ
ïCreate slightly rotated, translated, scaled, mirrored 

versions as extra positive examples

ÅBootstrapping to get hard negative examples
1. Randomly sample negative examples
2. Train detector
3. Keep negative examples that score > T
4. Repeat until all high-scoring negative examples fit in 

memory

Courtesy of J Hayes



They work
ïvery wellfor faces

ïfairly wellfor cars and pedestrians

ïbadlyfor cats and dogs

ÅWhy are some classes easier than others?

Limitation of template based approaches

Courtesy of J Hayes



Strengths

ÅWorks very well for non-deformable objects with 
canonical orientations: faces, cars, pedestrians

ÅFast detection

Weaknesses

Åbƻǘ ǎƻ ǿŜƭƭ ŦƻǊ ƘƛƎƘƭȅ ŘŜŦƻǊƳŀōƭŜ ƻōƧŜŎǘǎ ƻǊ άǎǘǳŦŦέ

ÅNot robust to occlusion

ÅRequires lots of training data if view points need to 
be encoded

Limitation of template based approaches

Courtesy of J Hayes



Classic template-based Detectors

Å Sung-Poggio(1994, 1998) : ~2000 citations

ï.ŀǎƛŎ ƛŘŜŀ ƻŦ ǎǘŀǘƛǎǘƛŎŀƭ ǘŜƳǇƭŀǘŜ ŘŜǘŜŎǘƛƻƴΣ ōƻƻǘǎǘǊŀǇǇƛƴƎ ǘƻ ƎŜǘ άŦŀŎŜ-ƭƛƪŜέ 
negative examples, multiple whole-face prototypes (in 1994)

Å Rowley-Baluja-Kanade (1996-1998) : ~3600

ïάtŀǊǘǎέ ŀǘ ŦƛȄŜŘ ǇƻǎƛǘƛƻƴΣ ƴƻƴ-maxima suppression, simple cascade, rotation, 
pretty good accuracy, fast

Å Schneiderman-Kanade (1998-2000,2004) : ~1700

ï Careful feature engineering, excellent results, cascade

Å Viola-Jones (2001, 2004) : ~11,000

ï Haar-like features, Adaboostas feature selection, hyper-cascade, very fast, 
easy to implement

Å Dalal-Triggs(2005) : ~6500

ï Careful feature engineering, excellent results, HOG feature, online code

Courtesy of J Hayes
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Part Based Representation

ÅObject as set of parts

ÅModel:

ïRelative locations 

between parts

ïAppearance of part

Figure from [Fischler & Elschlager 73]



History of Parts and Structure 

approaches

Å Fischler & Elschlager 1973

Å Yuille ó91

Å Brunelli & Poggio ó93

Å Lades, v.d. Malsburg et al. ó93

Å Cootes, Lanitis, Taylor et al. ó95

Å Amit & Geman ó95, ó99 

Å Perona et al. ó95, ó96, ô98, ô00, ô03, ó04, ô05

Å Ullman et al. 02

Å Felzenszwalb & Huttenlocher ô00, ô04 

Å Crandall & Huttenlocher ô05, ô06

Å Leibe & Schiele ô03, ô04

Å Many papers since 2000



A
B

DC

Deformations



Presence / Absence of Features

occlusion



Background clutter



Sparse representation

Computationally tractable (105 pixels Ą 101 -- 102 parts)

But throw away potentially useful image information



Discriminative

Parts need to be distinctive to separate from other 

classes



Hierarchical representations 

ÅPixels Ą Pixel groupings Ą Parts Ą Object

Images from [Amit98,Bouchard05]



from Sparse Flexible Models of Local Features

Gustavo Carneiro and David Lowe, ECCV 2006

Different connectivity structures

O(N6) O(N2) O(N3)

O(N2)

Fergus et al. ô03

Fei-Fei et al. ó03

Crandall et al. ó05

Leibe 05; Felzenszwalb 09
Crandall et al. ó05

Felzenszwalb & 

Huttenlocheró00

Bouchard & Triggsó05 Carneiro & Lowe ó06Csurka ô04

Vasconcelos ó00
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Star models by Latent SVM

Felzenszwalb, McAllester,  Ramanan, 08

ÅSource code: 



Deformable Part Models (DPM)

Felzenszwalb, et al., Discriminatively Trained Deformable Part Models, 
http://people.cs.uchicago.edu/~pff/latent/

http://people.cs.uchicago.edu/~pff/latent/


Latent SVMs

ÅRather than training a single linear SVM 

separating positive examplesé

Åé cluster positive examples into 

ñcomponentsò and train a classifier for 

each (using all negative examples)



Two-component bicycle model

άǎƛŘŜέ ŎƻƳǇƻƴŜƴǘ

άŦǊƻƴǘŀƭέ ŎƻƳǇƻƴŜƴǘ



Six-component car model

root filters (coarse) part filters (fine) deformation models

side view

frontal view


